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Abstract. Spam, also known as Unsolicited Commercial Email (UCE), is the
bane of email communication. It has brought enormous cost for the companies
or users that use Internet. Spam filtering has made considerable progress in
recent years. The predominant approaches are data mining methods and
machine learning methods. Researchers have largely concentrated on either one
of the approaches since a principled unifying framework is still lacking. This
paper suggests that both approaches can be combined under a collaborative
learning framework. We propose a collaborative learning algorithm that
parallelly uses three different machine learning methods. The resultant
algorithm is simple and understandable, and offers a principled solution to
combine content-based filtering and collaborative filtering. Within our
algorithm, we are now able to interpret various existing techniques from a
unifying point of view. Finally we demonstrate the success of the proposed
collaborative filtering methods in the experiment.

1 Introduction

Unsolicited Bulk Email (UBE), also referred to as Unsolicited Commercial Email
(UCE), is commonly called spam or junk mail. Spamming is the practice of sending
mass mailings to large numbers of people who have no relationship with the sender
and who didn't ask for such mail. Different reasons motivate spammers, but the spam
exists primarily because of the low cost. Spam filtering denotes a family of techniques
that help users to find the right emails while filtering out undesired ones. The filter can
be implemented at either server side (mail transport agent, MTA) or the end user side
(mail user agent, MUA).

In this paper, we parallelly employ three methods to the filtering work with our
collaborative learning algorithm. It is not easy to judge whether a mail is spam or not
by any single one method. That is because under a single one method, some features
occurred in spam will also occur in legitimate mail. There are many technologies and
researches on spam mail detection, most of them use a single client agent to filter mail,
and lack of the ability of collaboration. The junk mail has the characteristic that
massively spreads, but the present client filter agents don’t fully utilize this
characteristic. Hence, we propose a distributed architecture to learn collaboratively
with the knowledge of spam in improving the ability of client spam detection.
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2 Related Work

Spam filtering has made considerable progress in recent years. Many data mining and
machine learning researchers have worked on spam detection and filtering. The
problem is popular enough that it has been the subject of a Data Mining Cup contest
[4] as well as numerous class projects. Bayesian analysis has been very popular [1;
14], but researchers have also used SVMs [5], decisions trees [19], rule learning [3;
18] and even genetic programming [12]. Some widely used methods for anti-spam are
list as below:

Blacklist. A blacklist spam filter can be a DNS-based (DNS-based Blacklists,
DNSBL) or email-address-based blacklist. The mechanism behind the method is
keeping the source of spammers in a database. The legal mail server can access to the
database then deny receiving the messages from the source of spam. Blacklist is very
useful at ISP level. But it has several weaknesses. First, more than half of the spam
mail servers are not in the blacklist. Second, the effect of blacklist depended on the
administrator of the blacklist. If the black is wrong, it is possible that filtering
legitimate mails [11].

Signature Based Filtering. The method of signature based filtering is comparing
incoming mails with the spam prior received. In order to know whether two mails are
the same, the filter calculates “signatures” for them. Signature based filter rarely
blocks legitimate mails, but the weakness is that spammers can add random stuff to
each copy of spam and give it a distinct signature, so that they can trick the signature
based filters.

Rule Based Filtering. Rule-based filters try to discover the patterns, e.g. words or
phrases, malformed headers and misleading dates. For example, RIPPER is based on
keyword-spotting rules, which is a rule set generated by users’ manual setting.
SpamAssassin, popularly used open source spam filter, uses a large set of heuristic
rules. But the main disadvantage of rule-based filters is that they tend to have high
false positive rates. For example, SpamAssassin has a problem with false positives
rates [3] [17] [18].

Text Classification Filtering. A text classification filter uses text classification
technique to filter spam. There have been several studies in this application, which
include keyword-based, phrase-based, and character-based. Naive Bayes-based [8; 18]
method is also another efficient approach of keyword and phrase-based. It is a
probabilistic classification by using features extracted from emails. Additionally,
Boosting [21], Support Vector Machine [5], Rocchio [10], and decision tree based on
ID3, C4.5, or C5 [19] algorithm, can be identified as the representative methods to
analyze keywords in email.

Multi-agent Based Filtering. Due to the massive-distribute characteristic of spam,
Multi-agent-based Filter, a new architecture, was proposed. The main feature is that
clients can exchange knowledge about spam. Metzger et al. proposed an architecture
that combines signature-based filter, SVM text classification, and multi-agent system
[15].
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3 Methodology

In this section, we will describe three statistical methods for individual learning. Each
algorithm has different features. Then we will describe the preprocessing for the
collaborative filtering and how our collaborative filtering method works.

3.1 Individual learning method

We employed three wildly used methods in the collaborative spam filtering process
for individual learning. These algorithms include Naive Bayes, Fisher’s probability
combination method, and Chi-square by degree of freedom. Fig. 1 shows a typical
individual learning model for spam filtering.
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Fig.1. The individual learning model for spam filtering

Naive Bayes Classifier. A Naive Bayes classifier computes the likelihood that
whether a mail is spam or not given the features that are contained in the mail [8]. The
model, output by the Naive Bayes algorithm, labels examples based on the features
that they contain. We define C to be a random variable over the set of classes:
legitimate and spam. That is, we want to compute P(C/F), the probability that a mail is
in a certain class given the mail contains the set of features F. We apply Bayes rule
and express the probability as:
*
P(C/F):P(F/C) P(C) )
P(F)
To use the Naive Bayes rule we assume that the features occur independently from
one another. If the features of a mail F include the features F;, F» Fs ...F,, then
equation (1) becomes:

n *
PC| F):H,-:,P(f, |€)*P(C) @
[T-7@)

Each P(Fi /C) is the frequency that features F; occurs in a mail of class C. P(C) is
the proportion of the class C in the entire set of mails. The output of the classifier is
the highest probability class for a given set of strings. Since the denominator of
equation (1) is the same for all classes we take the maximum class over all classes e of
the probability of each class computed in equation (2) to get
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Most Likely Class = mgx[P(C)E[ P(F,| C)] (3)

Where, we use maxc to denote the function that returns the class with the highest
probability. Most Likely Class is the class in C with the highest probability and hence
the most likely classification of the example with features F. Then we applied

equation (3) to compute the most likely class for the mail.

Fisher’s Probability Combination Method. Robinson proposed a Bayes-like
method that can release the independent assumption through Fisher’s method to
combine probabilities [20]. For each word that appears in the training data, we
calculate:

number of spam containing the word w

b(w)=
™) total number of spam )
number of legistimate mail containing the word w
glw)= — . (5)
total number of legistimate mail
b(w)
pw)=———— 6
b+ 2() ©

p(w) can be interpreted as the probability that randomly chosen an email that
containing word “w” will be spam. There is a problem with the probabilities
calculated as above when some words are very rare in the training set. For instance, if
a word appears in exactly one email and is a spam, the value of p(w) is 1.0.

The Fisher’s probability combination approach lets us combine our general
background information with the data we have collected for a word in such a way that
both aspects are given their proper importance. In this way, we determine an
appropriate degree of belief about whether, when we see the word again, it will be in a
spam. We calculate this degree of belief, f{w), as follows:

Foy = XX p()

s+n
s: the strength we want to give to our background information
x: our assumed probability, based on our general background information, that a

word we don’t have any other experience of will first appear in a spam

n: the number of emails we have received that contain word

In practice, the values for s and x are found through testing to optimize performance.
Reasonable starting points are 1 for s and 0.5 for x.

In the proposed method, first, we should calculate ( 2)In( D Dy o D) Then,

(M

consider the result to have a Chi-square with 2n degrees of freedom, and use Chi-
square Table to compute the probability. The “spammness” probability of a mail that
contains specific w is:

H=C"[-2In Hf (w),2n] (8)
where

H: the “spammness” probability of a mail
C™': the inverse Chi-square function, used to derive a p-value from a Chi-square
distributed random variable
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Chi-square by Degree of Freedom. O’Brein and Vogel suggested using an
authorship identification technique known as Chi-square by degree of freedom method
for spam filtering [16]. This idea is based on Pearson’s Chi-square statistic. They
argued that as over 90% world spam was the work of just 140 spammers [14],
Methods should be devised to identify the “textual fingerprints” of these spammers
[17]. Baayen et al. note that authors may have textual fingerprints on texts they
produced [2]. At least writers who are not consciously charging their style of writing
across texts will leave their fingerprints in the text. If this is the case, we could use
authorship identification methods to identify these textual fingerprints and eliminate a
large proportion of spam.

The Chi-square test is a non-parametric test of statistical significance. In order to
carry out a Chi-square analysis, the sample must be randomly drawn from the
population. Also the data must be frequencies as opposed to percentages. The
measured variables must be independent and finally the frequencies must not less than
5 are disregarded [17]. The Chi-square statistic can be calculated by

2 _ (Oi - E,')z
DY ©
where

»2: The Chi-square value of an incoming mail
O, : The observed value of an incoming mail

E, : The expected value, calculated from the training set

3.2 Collaborative learning method

The proposed Collaborative Learning Model is based on three data mining algorithms.
Each method contributed to the overall spam detection work through learning and
collaboration. The whole collaborative filtering algorithms use the following steps to
make recommendations to a user.
Construct posterior probabilities sets. We use training data to construct the
posterior probabilities and parameters for each individual learning algorithm.
According to the methods used, there are different posterior probabilities and
parameters, in our case, spam and legitimate mail:
Pmc |C < {spam,legitimate} (10)

Where C are the set of classes and m are the set of learning algorithm.
Normalize the inconsistent scales. In order to collaborate to the output generated
from the method we discussed previously, it is important to normalize the ratings of
different scales to the same. We use the Gaussian Normalization Method for the
collaborative work [9].

. R,(x)-R,

R(x)= 1

)_th(ia)_(x)—ﬁv)2 (an

Where R(x)is the normalized value, g (x) is the output value of each method, and R, is

the average output value of each method, derived from the weighting set.
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Determining Weighting Value. Using learning data to determine weight value based
on the result of individual learning. In each method, if the individual classifier makes
right judgment to spam. It will be rewarded; otherwise, it will be punished. Because of
the cost among the right and wrong decisions bring different cost to user. We give the
reward value twice than the punishment. The learning weight generated from the
subtraction of reward value and punishments, as shown in equation (12).
W .=2*va)-vp (12)

Combine weights and probabilities to take shape collaborative learning model.
The collaborative learning model is constructed by combining the posterior
probabilities sets and weight values from individual learning. Weight each probability
of individual learning algorithm and use collaborative learning model to calculate the
predicted rating in testing data. Individual learning process and use collaborative
learning model to derive the predicted rating to incoming mail.

k
Max(Pc, = szng *W,e | C < {spam,legitimate}) (13)
g=1
The predicted rating Pmc, and the learning weight w,, will depend on the collaborative

learning algorithm. If the predicted rating of one class is higher than other classes, the
system will recommend this class to the result.

We designed a simple collaborative learning algorithm as illustrated in Fig. 2, and
the notations of the algorithms are shown in Table 1:

Table 1. Notations of the collaborative learning algorithm

T // Training data, L //Learning data, M // Individual learning algorithm
W I/ Weight, A // Attributes, C // Classes
va // Reward weight values, vp // Punishment weight values

Pmyc, !/ the probability output by the individual learning process

W, ./l the weight derive from the learning data with the individual learning process

ch // the summation of Pm,c, xXW,

mk

Algorithm : A classifiable algorithm based on collaborative and learning

Input: 7,L, M
Output : Collaborative learning model
Method :

Ce{c,cpe}> T {1y 1) Ae{ay,ay..a,}s M« {m,my...m}> L {,1,.1}
//Create posterior probability for every method
For each m, € M do
Gain Pm,c,
//Computing probability of each attributes in C

For each aed do
For each t,eT do

IF tec, then

s=s5+1
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P(C)=s/c,
End if
Next ¢
Next a
Next m
// Learning weight
For each s, e M do
Gain |/
Forj ¢ do

//Gain the filter result for each individual algorithm to compare probability ( va,vp)
Max = (Pm,c, |C < {c,,c,..c.})
IF the result of individual algorithm is same as the result of the class C_
Wi =(2%va)+vp
Else IF result of individual algorithm is opposite as the result of the class C
W, =(2*va)—wp '
End if
Next w
Next m
// Collaborative model
Max(Pc, = ﬁngcx W, | C—1cy05me.})

g=1

Fig.2. The proposed collaborative learning algorithm

4 Experiment and Results

In this section, we will use the Spam Email Database from the UCI Machine Learning
Repository to examine our proposed collaborative method.

4.1 Data set

The Spam Email Database was created by Hewlett-Packard Labs [22]. It had been
used for the HP internal-only technical report and other spam detection studies. The
database contains 4601 instances and 58 attributes. We estimate our results over new
data by using cross validation. Cross validation is the standard method to estimate the
likely predictions over unseen data in measuring the result of data mining or machine
learning Mining [13]. We randomly choose 50% instances for the algorithm training,
25% for the weight generating, and the remaining partition is then used to evaluate our
method. Then we repeated the process leaving out a different partition for testing each
time. This gave us a very reliable measure about our method’s accuracy over unseen
data. The data set and its usage in our study is summarized in Fig. 3:
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Experiment 1 Experiment 2

Fig.3. Cross validation of experiment 1 and 2

4.2 Results and Analysis

In order to evaluate the performance of three machine learning methods and
collaborative learning that we proposed in spam filtering. We were interested in
several quantities typically used in measuring the query result of information retrieval.
These are:

True Positives (TP). The number of spam mail classified as spam.

True Negatives (TN). The number of legitimate mail classified as legitimate.

False Positives (FP). The number of legitimate mails falsely classified as spam.

False Negatives (FN). The number of spam mails falsely classified as legitimate.

The Detection Rate is defined as TP / (TP +FN), False Positive Rate as FP / (TN
+FP), and Overall Accuracy as (TP +FN) / (TP +FP + FN + TN). The results of all
individual learning methods and collaborative learning method are presented in Table
2 and Table 3. The voting scheme of three individual learning methods is also
included for comparison.

Table 2. Results of the experiment (1)

. False
TP ™ FP pN Detection o p tive Overall
Rate Accuracy
Rate
Naive Bayes 365 679 52 76 82.77% 7.11% 75.43%
Fisher’s 426 509 222 15 96.60% 30.37% 67.56%
Chi-square 404 628 103 37 91.61% 14.09% 74.57%
Voting 416 613 118 25 94.33% 16.14% 74.35%
Collaborative 422 646 85 19 95.69% 11.63% 77.17%
Table 3. Results of the experiment (2)
. False
TP ™ FP FN Detection  p Gitive Overall
Rate Accuracy
Rate
Naive Bayes 472 594 28 104 81.94% 4.50% 77.02%
Fisher’s 568 457 165 8 98.61% 26.53% 74.06%
Chi-square 544 558 64 32 94.44% 10.29% 79.62%
Voting 557 543 79 19 96.70% 12.70% 79.48%

Collaborative 567 579 43 9 98.44% 6.91% 82.80%
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As can be seen from Table 2 and 3, we can find that Fisher’s method has the highest
precision rate, but the recall and accuracy rates are not as good as others. And it
suffers from the false positives rate. The Naive Bayes has the lowest false positives
rate and good in accuracy rate, though the detection rate is the lowest of the three. The
Chi-square method generally has better performance than others. From the results of
the experiment, the detection and false positive rate of collaborative learning scheme
and voting scheme are down little less than those individual learning algorithms. But
the accuracy rate of the collaborative learning is the best. Generally, collaborative
learning has better performance than those individual learning algorithms or voting
scheme.

5 Conclusion and Future Work

In order to deal with the huge amount of spam received day by day, powerful email
filters with high reliability are needed. One problem of traditional text classification
and signature-based methods is that they are based on a single method. In this paper,
we introduced a collaborative learning scheme that can parallel filter spam with three
different methods. In the proposed scheme, emails that are difficult to classify with a
single one method, can be detected and filtered through the collaborative filtering
architecture based on the collaborative weighting and learning. Thus, it has several
advantages: first, the filtering system will not be affected by the failure of one method;
second, the system can be deployed to P2P networks easily and provide higher
reliability than centralized network; third, the training process is enhanced by the
weight learning process, as we showed previously, the weight learning process
provides a group learning mechanism for the three different filtering method and
brings more accuracy result.

One of the most important areas of future work for this application is the
development of more efficient algorithm. The current probabilistic method requires
significant computing resources. Many incremental learning algorithms may solve this
problem [6]. Another one is adding signature based function to our system. Although
signature based methods have several weakness, but under the collaborative scheme, it
helps building clusters for users’ preferences.
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